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1 Introduction

Consider a dynamic pricing process with two prices {α, β}. The model is d = D(p) + ϵ where E[ϵ] = 0.
Consider the following simple strategy (called exploration-then-commit):

1. o�er p = α for m times, and observe d1, . . . , dm

2. o�er p = β for m times, and observe dm+1, . . . , d2m

3. estimate D̂(α) = (d1 + · · ·+ dm)/m nd D̂(β) = (dm+1 + · · ·+ d2m)/m

4. commit the price argmaxp∈{α,β} p · D̂(p) for the rest T − 2m times.

An immediate question is how to choose a suitable m.
We would like an estimate of the form

Pr
[∣∣D(α)− D̂(α)

∣∣ ≤ τ
]
≥ 1− δ.

Recall that τ is called the con�dence radius and 1− δ is called the con�dence level.

A Concentration Inequalitites

Lemma A.1 (Berry�Esseen). LetX1, . . . , Xm be i.i.d. random variables such that E[Xi] = 0 and
∑m

i=1 Var[Xi] =
1. Let S = X1 + · · ·+Xm. We have E[S] = 0 and Var[S] = 1. Then for every u ∈ R,∣∣Pr[S ≤ u]− PrZ∼N (0,1)[Z ≤ u]

∣∣ ≤ Cβ

where C > 0 is a universal constant and β =
∑m

i=1 E
[
|Xi|3

]
is the third momentum.

Example A.2. Consider 2m fair coins. Then

Pr[#H = #T ] =
1

22m

(
2m

m

)
=

(2m)!

m!m!22m
∼

√
2π · 2m(2m/e)2m[√
2πm(m/e)m

]2
22m

=
1√
πm

where we used Stirling's approximation to estimate factorials.

Lemma A.3 (Markov). Let X ≥ 0 be a random variable with E[X] = µ. Then for t > 0,

Pr[X ≥ tµ] ≤ 1/t.

1



Proof. This follows from E[X] ≥ Pr[X ≥ t] · t+ Pr[X < t] · 0 = tPr[X ≥ t].

Lemma A.4 (Chebyshev). Let X be a random variable with E[X] = µ and Var[X] = σ2. Then for t > 0,

Pr
[
|X − µ| ≥ tσ

]
≤ 1/t2.

Proof. Note that Pr
[
|X − µ| ≥ tσ

]
= Pr

[
|X − µ|2 ≥ t2σ2

]
and then we apply Markov's inequality.
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